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Abstract  
Selective attention relies on dynamic restructuring of cortical information flow in order to 
prioritize neuronal communication between those neuronal groups conveying information 
about behaviorally relevant information, while reducing the influence from groups encoding 
irrelevant and distracting information. Electrophysiological evidence suggests that such selec-
tive neuronal communication is instantiated and sustained through selective neuronal syn-
chronization of rhythmic gamma band activity within and between neuronal groups: Atten-
tionally modulated synchronization patterns evolve rapidly, are evident even before sensory 
inputs arrive, follow closely subjective readiness to process information in time, can be sus-
tained for prolonged time periods, and convey specific information about perceptually select-
ed sensory features and motor plans. These functional implications of selective synchroniza-
tion patterns are complemented by recent insights about the mechanistic origins of rhythmic 
synchronization at micro- and macro- scales of cortical neuronal processing, suggesting that 
selective attention is subserved by precise neuronal synchronization that is selective in space, 
time and frequency. 
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Introduction 

Top-down attention is the key mechanism to restructure cortical information flow in 
order to prioritize processing of behaviorally relevant over irrelevant and distracting infor-
mation (Gilbert and Sigman, 2007). The behavioral consequences of attentional restructuring 
of information flow are manifold. Attended sensory inputs are processed more rapidly and 
accurately and with higher spatial resolution and sensitivity for fine changes, while non-
attended information appears lower in contrast and is sometimes not perceived at all (Carras-
co, et al. 2004; Simons and Rensink, 2005). 

These functional consequences of attention require temporally dynamic and selective 
changes of neuronal interactions spanning multiple levels of neuronal information processing: 
Attentional selection modulates (i) interactions among single neurons within cortical micro-
circuits, (ii) it modulates the impact of selective local neuronal groups conveying relevant 
information within functionally specialized brain areas, and (iii) it controls long-range interac-
tions among neuronal groups from distant brain areas (Maunsell and Treue, 2006; Mitchell et 
al. 2007, 2009; Reynolds and Chelazzi, 2004; Womelsdorf and Fries, 2007, Cohen and Maun-
sell, 2009). 

For all these levels of neuronal interactions, converging evidence suggests that the se-
lective modulation of interactions is critically built on selective synchronization. Neuronal 
synchronization is typically of oscillatory nature, i.e. neurons fire and pause together in a 
common rhythm. When synchronization is rhythmic, it is often addressed as coherence and 
we will use these terms interchangeably. This rhythmic synchronization can influence neu-
ronal interactions in several ways: 1) Spikes that are synchronized will have a larger impact 
on a target neuron than spikes that are not synchronized (Azouz and Gray, 2003; Salinas and 
Sejnowski, 2001). 2.) Local inhibition that is rhythmically synchronized leaves periods with-
out inhibition, while non-synchronized inhibition will prevent local network activity continu-
ously (Tiesinga et al. 2004). 3.) Rhythmic synchronization of a local group of neurons will 
modulate the impact of input to that group, and therefore, the impact of rhythmic input will 
depend on the synchronization between input and target (Womelsdorf et al. 2007). These 
mechanisms are at work on all levels of attentional selection: At the level of microcircuits, 
inhibitory interneuron networks have been shown to impose rhythmic synchronization capa-
ble of effectively controlling the gain of the neuronal spiking output (Bartos et al. 2007; 
Tiesinga et al. 2008; Tiesinga and Buia 2009; Cardin et al., 2009). At the level of local neu-
ronal groups, attention selectively synchronizes the responses of those neurons conveying 
information about the attended feature or location (Womelsdorf and Fries, 2007). And the 
coherent output from these local neuronal groups has been shown to selectively synchronize 
over long-range connections with task-relevant neuronal groups in distant brain regions 
(Buschman and Miller 2007; Saalmann et al. 2007; Schoffelen et al. 2005; Sejnowski and 
Paulsen 2006; Pesaran et al. 2009; Gregoriou et al. 2009). 

These empirical insights suggest that mechanisms underlying neuronal synchroniza-
tion could be primary mechanisms behind selective attention. In particular, top-down attention 
may act by biasing rhythmic synchronization to establish and sustain a selective neuronal 
communication structure (Fries, 2005). In the following, we begin by outlining this conceptu-
al framework for selective attention through selective synchronization. We then survey basic 
insights from empirical and theoretical studies suggesting that rhythmic synchronization is 



Womelsdorf, T., Fries, P. (2011). Rhythmic Neuronal Synchronisation Subserves Selective Attentional Processing. In: Charac-
terizing Consciousness: From Cognition to the Clinic? (Dehaene, S., Yves, C., eds), Springer, Berlin, 109-132. 

3 
 

particularly suited to control the selective routing of neuronal information flow, and review 
how attention recruits these mechanisms across all levels of cortical processing. 

 
Attentional selection as a dynamic instantiation of a selective neuronal communication 
structure 

During natural sensation, top-down control is dynamically established during ongoing 
processing. Experimentally, top-down signals are set by task instructions, and by instructional 
cues defining relevant and irrelevant sensory features of the input stream during task perfor-
mance. In typical paradigms of selective attention, the sensory input is kept identical across 
trials with variations only in covert attention to different aspects of that input. In such tasks, 
neuronal responses are modulated with rapid temporal dynamics and high spatial selectivity 
throughout the cerebral cortex (Fig. 1A).  

The temporal dynamics of attentional selection are illustrated by recent evidence of a 
rapid onset of selective neuronal response modulation in cortical areas as far apart as frontal 
cortex and primary visual cortices in the macaque brain (Khayat et al. 2006; Monosov et al. 
2008; see also Gregoriou et al., 2009). In these studies, monkeys were instructed to detect a 
predefined target stimulus in visual displays to guide saccadic eye movement. In frontal and 
parietal cortex, attentional selection occurred within the first 120 ms following the sensory 
onset of target and distracter stimuli, allowing to predict the spatial focus of attention 
(Gottlieb, 2002; Monosov et al. 2008). Already about 30 ms later, top-down information 
changes neuronal responses at the earliest visual cortical processing stage in primary visual 
cortex (Khayat et al. 2006; Roelfsema, et al. 2007) evident in a response enhancement for 
neurons with receptive fields overlapping the attentional target stimulus. These findings 
demonstrate that top-down control restructures cortical activity to sensory inputs across dis-
tant cortical sites on a rapid time scale. Attention amplifies almost instantaneously (i.e. with 
the sensory response latency) the influence of local groups of neurons conveying behavioral 
relevant information, and attenuates the influence of neuronal groups coding for irrelevant 
inputs. This finding suggests that those distributed groups processing ‘attended’ inputs also 
interact effectively, establishing a selective neuronal communication structures on top of the 
existing infrastructure of anatomical connections (Fries 2005) (Fig 1A): Interactions among 
neurons conveying information about attended locations or features are rendered effective, 
while anatomical connections between neuronal groups activated by distracting information 
are rendered ineffective.  

Beyond the temporal dynamics of attentional selection, its spatial selectivity in re-
structuring cortical information flow is particularly evident across successive processing stag-
es in visual cortex. Neurons at the highest visual processing stage in IT cortex have receptive 
fields that span much of a visual field and respond selectively to complex objects composed 
of simpler visual features. Part of this selectivity arises from their broad and convergent ana-
tomical input from neurons at earlier processing stages having smaller receptive fields and 
simpler tuning properties. During natural vision, the large receptive field of an IT neuron will 
typically contain multiple objects. However, when attention is directed to only one of those 
objects, the IT neuron’s response is biased towards the response that would be obtained if 
only the attended object were presented (Chelazzi et al. 1993; Moran and Desimone 1985; 
Sejnowski and Paulsen 2006; Sheinberg and Logothetis 2001).  
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Such dynamic biasing of responses in IT cortex could be achieved by selective en-
hancement (suppression) of the impact of those afferent inputs from neurons in earlier visual 
areas coding for the attended (non-attended) input (Reynolds et al. 1999). However, the 
mechanisms underlying this up- and down- modulation of input gain for subsets of converg-
ing connections are only poorly understood, but likely entail a selective increase of temporally 
precise and coincident inputs from those neurons activated by an attended stimulus in earlier 
areas. This relevance of spike timing is suggested by fine grained attentional modulation of 
precise neuronal synchronization within area V4 (Fries et al. 2001; Bichot et al. 2005; Taylor 
et al. 2005; Womelsdorf et al. 2006; Chalk et al. 2009). Enhanced synchronization of the spik-
ing output among those neuronal groups activated by attended sensory input (Fries et al. 
2008) is resulting in enhanced coincident arrival of their spikes at their postsynaptic target 
neurons in area IT. Temporally coincident input is highly effective in driving neuronal activi-
ty (Azouz and Gray 2003; Salinas and Sejnowski 2001; Tiesinga et al. 2008). It is therefore 
likely that selective synchronization within area V4 underlies attentional biasing within IT 
cortex and could thus underlie effective spatial routing of information flow within visual cor-
tex.  

Note that neuronal synchronization is in principle independent of firing rate, both in 
terms of metrics and physiology. The different metrics used for quantifying synchronization 
are typically normalized for firing rate. Physiologically, there are examples where enhanced 
firing rates are associated with strongly reduced synchronization, e.g. the stimulus induced 
alpha-band desynchronization in the superficial layers of monkey V4 (Fries et al. 2008). Neu-
ronal gamma-band synchronization typically emerges when neuronal groups are activated and 
therefore, it is in most cases associated with increased firing rates. However, firing rates and 
gamma-band synchronization can also be dissociated from each other and this can be found 
primarily when firing rate changes are not driven by changes in bottom-up input (e.g. stimulus 
changes), but rather by changes in top-down input (e.g. attention or stimulus selection) (Fries 
et al. 2002; Womelsdorf et al. 2006). 

Synchronization is a neuronal population phenomenon and it is often very difficult to 
assess it with recordings from isolated single units. Correspondingly, many studies of neu-
ronal synchronization use recordings of multi-unit activity and/or of the local field potential 
(LFP). The LFP reflects the summed trans-membrane currents of neurons within few hundred 
micrometers of tissue. Since synchronized currents sum up much more efficiently than unsyn-
chronized currents, the LFP reflects primarily synchronized synaptic activity. Changes in LFP 
power typically correlate very well with changes in direct measures of neuronal synchroniza-
tion. 

Rhythmic synchronization within a neuronal group does not only increase its impact 
on postsynaptic target neurons in a feedforward manner. It also rhythmically modulates the 
group’s ability to communicate, such that rhythmic synchronization between two neuronal 
groups likely subserves their interaction, because rhythmic inhibition within the two groups is 
coordinated and mutual inputs are optimally timed. We capture these implications in the 
framework of selective attention through selective synchronization (Fries, 2005).  
 
Selective attention through selective synchronization 
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Local neuronal groups frequently engage in periods of rhythmic synchronization. Dur-
ing activated states, rhythmic synchronization is typically evident in the gamma frequency 
band (30 - 90 Hz) (Engel et al. 1990; Gray et al. 1989; Hoogenboom et al. 2005). In-vitro ex-
periments and computational studies suggest that gamma-band synchronization emerges from 
the interplay of excitatory drive and rhythmic inhibition imposed by interneuron networks 
(Bartos et al. 2007; Börgers et al. 2005; Börgers and Kopell 2003; Buia and Tiesinga 2006). 
Interneurons impose synchronized inhibition onto the local network (Bartos et al. 2007; Ha-
senstaub et al. 2005; Vida et al. 2006). The brief time periods between inhibition provide time 
windows for effective neuronal interactions with other neuronal groups, because they reflect 
enhanced postsynaptic sensitivity to input from other neuronal groups, as well as maximal 
excitability for generating spiking output to other neuronal groups (Azouz 2005; Azouz and 
Gray 2003; Fries et al. 2007; Tiesinga et al. 2008). As a consequence, when two neuronal 
groups open their temporal windows for interaction at the same time, they will be more likely 
to mutually influence each other (Womelsdorf et al. 2007). The consequences for selective 
neuronal communication are illustrated in Fig. 1B: If the rhythmic synchronization within 
neuronal groups is precisely synchronized between the two groups, they are maximally likely 
to interact. By the same token, if rhythmic activity within neuronal groups is uncorrelated 
between groups or synchronizes consistently out of phase, their interaction is curtailed (Fig. 
1B).  

This scenario entails that the pattern of synchronization between neuronal groups flex-
ibly structures the pattern of interactions between neuronal groups (Fig. 1C). Consistent with 
this hypothesis, the interaction pattern of one neuronal group (A) with two other groups (B 
and C) can be predicted by their pattern of precise synchronization (Fig. 1C). This has recent-
ly been demonstrated for interactions of triplets of neuronal groups from within and between 
areas in awake cat and monkey visual cortex (Womelsdorf et al. 2007). This study measured 
the trial-by-trial changes in correlated amplitude fluctuation and changes in precise synchro-
nization between pair AB and pair AC, using the spontaneous variation of neuronal activity 
during constant visual stimulation. The strength of amplitude covariation, i.e. the covariation 
of power in the LFP and/or multiunit spiking responses, was considered the measure of mutu-
al interaction strength. The results showed that the interaction strength of AB could be in-
ferred from the phase of gamma band synchronization between group A with group B, being 
rather unaffected by the phase of synchronization of group A with group C (Fig. 1C). This 
finding was evident for triplets of neuronal groups spatially separated by as little as 650 µm 
illustrating a high spatial resolution and specificity of the influence of precise phase synchro-
nization between neuronal groups on the efficacy of neuronal interaction. Importantly, addi-
tional analysis supported a mechanistic role for the phase of synchronization between rhyth-
mic activities to modulate the effective interaction strength (Womelsdorf et al. 2007). In par-
ticular, precise phase synchronization preceded higher amplitude covariations in time by few 
milliseconds arguing for a causal influence of precise phase synchronization to trigger neu-
ronal interactions. Taken together, these results provide the most direct evidence available so 
far to suggest a critical mechanistic role of selective synchronization for neuronal interactions. 
They demonstrate that synchronization patterns can shape neuronal interactions with high 
specificity in time, space, and frequency.  
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Importantly, these same characteristics of selective neuronal interactions are the key 
elements underlying selective attention. Attentional selection dynamically evolves at a rapid 
time scale and with high spatial resolution by enhancing (reducing) the effective connectivity 
among neuronal groups conveying task relevant (irrelevant) information. Such dynamic re-
structuring of neuronal interactions could be accomplished through mechanisms evoking se-
lective synchronization patterns within interneuron networks. Selective changes of precise 
synchronization in local neuronal groups are capable of modulating in a self-emergent manner 
selective interaction patterns across neuronal groups (Börgers and Kopell 2008; Mishra et al. 
2006; Tiesinga et al. 2008; Tiesinga and Buia, 2009). 

The outlined scheme of selective attention implemented as selective neuronal syn-
chronization comprises explicit assumptions that selective attention affects interneuron net-
works and synchronization patterns during task performance. The following surveys the 
available insights on interneuron networks and review the emerging signatures of attentional 
modulation of selective synchronization patterns in macaque cortex. 
 
Synchronization in interneuron networks and their attentional modulation  

Interneurons comprise about a fifth of the neuron population, but despite their ubiqui-
tous presence, their functional roles underlying cortical computations or cognitive processes 
are far from understood (Markram et al. 2004). However, a central role for the control of local 
cortical network activity has been suggested for the large class of interneurons of the basket 
cell type (Buzsaki, 2006). These neurons target perisomatic regions of principal cells and are 
thereby capable of determining the impact of synaptic inputs arriving at sites distal to a cell’s 
soma. Such perisomatic connectivity critically controls the input gain of principal cells across 
a large population of principal cells (Cardin et al. 2009; Tiesinga and Sejnowski, 2009; 
Buzsaki et al. 2007; Cobb et al. 1995; Markram et al. 1998; Rudolph et al. 2007; Tiesinga et 
al. 2004). As described above, the inhibitory synaptic influence is inherently rhythmic at high 
frequencies, carrying stronger gamma band power than pyramidal cells (Cardin et al. 2009; 
Bartos et al. 2007; Hasenstaub et al. 2005).  

The prominent role of these high frequency inputs in shaping the spiking output of 
principal cells has recently been demonstrated directly in cat and rodent visual cortex. It was 
shown that the spiking of principal cells is indeed preceded by brief periods of reduced inhibi-
tion (Rudolph et al. 2007; see also Fig. 8 of Hasenstaub et al. 2005 and Fig. 4 of Cardin et al. 
2009). Taken together, these findings suggest that interneurons are the source of rhythmic 
inhibition onto a local group of neurons synchronizing the discharge of pyramidal cells to the 
time windows between inhibition.  

In the context of selective attention, interneuron networks could be activated by vari-
ous possible sources. They may be activated by transient, and spatially specific neuromodula-
tory inputs (Lin et al. 2006; Rodriguez et al. 2004). Alternatively, selective attention could 
target local interneuron networks directly via top-down inputs from neurons in upstream areas 
(Buia and Tiesinga 2008, 2009; Mishra et al. 2006; Tiesinga et al. 2008). In these models, 
selective synchronization emerges either by depolarizing selective subsets of interneurons 
(Buia and Tiesinga 2008; Tiesinga and Sejnowski 2004), or by biasing the phase of rhythmic 
activity in a more global inhibitory interneuron pool (Mishra et al. 2006). In either case, 
rhythmic inhibition controls the spiking responses of groups of excitatory neurons, enhancing 
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the impact of those neurons spiking synchronously within the periods of disinhibition, while 
actively reducing the impact of neurons spiking asynchronous to this rhythm. This suppres-
sive influence on excitatory neurons, which are activated by distracting feedforward input, 
reflects the critical ingredient for the concept of selective attention through selective synchro-
nization: Attention not only enhances synchronization of already more coherent activity rep-
resenting attended stimuli, but actively suppresses the synchronization and impact of groups 
of neurons receiving strong, albeit distracting inputs, because they arrive at non-optimal phase 
relations to the non-inhibited periods in the target group. The computational feasibility of both 
facilitatory and suppressive aspects, and the critical role of the timing of inhibitory circuits, 
have recently received direct support (Börgers and Kopell 2008; Tiesinga and Buia 2009). 

Despite the prominent computational role of interneuron activity for selective commu-
nication, there are only sparse insights into their implications in selective information pro-
cessing during cognitive task performance. The basic prediction from the above models is that 
interneurons are attentionally modulated. Consistent with this presupposition, a recent study 
by Mitchell, Sundberg and Reynolds reports a clear attentional modulation of putative inter-
neurons in visual area V4 during a selective attention task requiring monkeys to track moving 
grating stimuli (Mitchell et al. 2007). Putative interneurons showed similar relative increases 
in firing rate and greater increases in reliability compared to putative pyramidal neurons. 
However, tests of more refined predictions about the relative modulation of synchronization 
and the phase relation of spiking responses of inhibitory and excitatory neuron types still need 
to be conducted (Buia and Tiesinga 2008).  

 
Selective modulation of synchronization during attentional processing.  

Direct evidence for the functional significance of selective synchronization within lo-
cal neuronal groups for attentional selection has been obtained from recordings in macaque 
visual cortical area V4 (Fries et al. 2001; Taylor et al. 2005; Womelsdorf et al. 2006; Chalk et 
al. 2010; Gregoriou et al. 2009). One consistent result across studies in V4 is that spatial at-
tention enhances gamma-band synchronization within those neuronal groups with receptive 
fields overlapping the attended location. The enhanced rhythmic synchronization is strongly 
evident within the LFP signal and in more precise synchronization of neuronal spiking re-
sponses to the LFP. Importantly, the synchronization among the spiking output from neurons 
coding for the attended location is also enhanced compared to the spiking output of neurons 
activated by a non-attended distractor stimulus (Fig. 2) (Fries et al. 2008). These attentional 
effects on spike-to-spike synchronization imply that the postsynaptic targets receive more 
coherent input from those neuronal groups conveying behaviorally relevant information.  

 
Functional implications of selective gamma band synchronization.  

In addition to the described attentional effect, recent studies demonstrated that the pre-
cision of local synchronization in visual area V4 is closely related to task performance, in-
cluding behavioral accuracy and the reaction time to detect behaviorally relevant stimulus 
changes (Taylor et al. 2005; Womelsdorf et al. 2006). The relation to behavioral accuracy was 
derived from an error analysis of the pattern of synchronization in area V4 (Taylor et al. 
2005). In this study, the spatial focus of attention could be inferred from the pattern of syn-
chronization measured through epidural electrodes. Gamma band synchronization was not 
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only stronger for correct trials than for miss trials, but additionally, the degree of synchroniza-
tion predicted whether the monkey was paying attention to the distracter. Thus, this study 
demonstrated that gamma-band synchronization reflects the actual allocation of attention ra-
ther than merely the attentional cueing itself. The link to reaction time was made in a recent 
study, which demonstrated that the precision of stimulus induced gamma-band synchroniza-
tion predicts how rapidly a stimulus change can be reported behaviorally. When monkeys 
were spatially cued to select one of two stimuli in order to detect a color change of the attend-
ed stimulus, the speed of change detection could be partly predicted by the strength of gamma 
band synchronization shortly before the stimulus change actually occurred (Womelsdorf et al. 
2006). Importantly, the reaction times to the stimulus change could not be predicted at times 
before the stimulus change by overall firing rates, nor by synchronization outside of the gam-
ma band. Notably, the correlation of gamma band synchronization with the speed of change 
detection showed high spatial selectivity: Neurons activated by an unattended stimulus en-
gaged in lower synchronization when the monkeys were particularly fast in responding to the 
stimulus change at locations outside their receptive field. This finding rules out a possible 
influence of globally increased synchronization during states of enhanced alertness and arous-
al (Herculano-Houzel et al. 1999; Munk et al. 1996; Rodriguez et al. 2004). And it argues for 
a fine-grained influence of synchronization to modulate the effective transmission of infor-
mation about the stimulus change to postsynaptic target areas concerned with the planning 
and execution of responses.  

These behavioral correlates of gamma band synchronization during selective attention 
tasks are complemented by a variety of correlational results linking enhanced gamma band 
synchronization to efficient task performance in various attention-demanding paradigms. For 
example, in memory-related structures, the strength of gamma band synchronization has been 
linked to the successful encoding and retrieval of information (Montgomery and Buzsaki, 
2007; Sederberg et al. 2003, 2006; Jutras et al. 2009).  
 
Selective gamma band coherence beyond visual cortex.  

These results of selective gamma band synchronization with selective spatial attention 
are supported by a growing number of converging findings from human EEG and MEG stud-
ies (Doesburg et al. 2007; Fan et al. 2007; Wyart and Tallon-Baudry, 2008; Siegel et al. 
2008). Importantly, attention modulates gamma band synchronization beyond sensory visual 
cortex. It has been reported for auditory cortex (Kaiser et al. 2006; Tiitinen et al. 1993) and 
more recently in somatosensory cortex (Bauer et al. 2006; Hauck et al. 2007). Spatial atten-
tion for tactile discrimination at either the right or left index finger in humans enhanced stimu-
lus induced gamma band synchronization in primary somatosensory cortex when measured 
with MEG. Similar topographies and dynamics of gamma band synchronization correlate with 
the actual perception of somatosensory induced pain (Gross et al. 2007). Importantly, en-
hanced oscillatory dynamics in the gamma band during tactile perception is not restricted to 
the somatosenroy cortex (Ohara et al. 2006). In recent intracranial recordings in humans, syn-
chronization was modulated across somatosensory cortex, medial prefrontal and insular re-
gions when subjects had to direct attention to painful tactile stimulation (Ohara et al. 2006). 

 
Spatially specific synchronization patterns during preparatory attentional states.  
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The described gamma band modulation of rhythmic activity is most prominent during 
activated states. However, attentional top-down control biases neuronal responses in sensory 
cortices already before sensory inputs impinge on the neuronal network (Fries et al. 2001; 
Fries et al. 2008; Luck et al. 1997; Siegel et al. 2008; Schroeder et al. 2010). In many atten-
tion studies, the instructional cue period is followed by a temporal delay void of sensory stim-
ulation. During these preparatory periods, top-down signals set the stage for efficient pro-
cessing of expected stimulus information, rendering local neuronal groups ready to enhance 
the representation of attended sensory inputs. Intriguingly, the described preparatory bias is 
evident in selective synchronization patterns in the gamma band.  

In macaque visual cortical area V4, neurons gamma synchronize their spiking re-
sponses to the LFP more precisely when monkeys expected a target stimulus at the receptive 
field location of the respective neuronal group (Fig. 2B). This modulation was evident even 
though rhythmic activity proceeded at far lower levels in the absence of sensory stimulation 
compared to synchronization strength during high contrast sensory drive. Lower overall 
strength, and correspondingly lower signal-to-noise ratio, may account for the lack of signifi-
cant gamma band modulation of LFP power or spike-to-spike synchronization during the pre-
stimulus period when compared to attentional modulation during stimulation (Fig. 2).  

During preparatory periods, and thus in the absence of strong excitatory drive to the 
local network, rhythmic activity is dominated by frequencies lower than the gamma band. In 
the described study from macaque V4, pre-stimulus periods were characterized by alpha band 
peaks of local rhythmic synchronization when monkeys attended away from the receptive 
field of the neuronal group. Fig. 2B,C demonstrates reduced locking of neuronal spiking in 
the alpha band to the LFP and to spiking output of nearby neurons (Fig. 2B,C). This finding 
agrees with various studies reporting reduced alpha band activity during attentional pro-
cessing (Bauer et al. 2006; Pesaran et al. 2002; Rihs et al. 2007; Worden et al. 2000; Wyart 
and Tallon-Baudry 2008; Siegel et al. 2008). Interestingly, human EEG studies extend this 
finding by showing that the degree of alpha frequency desynchronization during prestimulus 
intervals of visuo-spatial attention tasks indicate how fast a forthcoming target stimulus is 
processed (Jin et al. 2006; Sauseng et al. 2006; Thut et al. 2006). For example, reaction times 
to a peripherally cued target stimulus are partially predicted by the lateralization of alpha ac-
tivity in a one second period before target appearance (Thut et al. 2006). While this predictive 
effect was based predominantly on reduced alpha band responses over the hemisphere pro-
cessing the attended position, recent studies suggest that alpha band oscillations are selective-
ly enhanced within local neuronal groups processing distracting information, i.e. at unattend-
ed locations (Kelly et al. 2006; Rihs et al. 2007; Yamagishi et al. 2003). These findings sug-
gest that rhythmic alpha band synchronization may play an active role in preventing the sig-
naling of stimulus information. According to this hypothesis, attention up-regulates alpha 
band activity of neuronal groups expected to process distracting stimulus information, rather 
than to down-regulate local alpha band synchronization for neuronal groups processing at-
tended stimulus features and locations.  

 
Synchronization patterns reflecting temporal expectancies of target processing.  

The previous paragraph surveyed evidence for an influence of spatially specific expec-
tancy of target and distracter stimuli on synchronization patterns in visual cortex. In addition 
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to spatially selective expectancy, the expectation of the occurrence of behaviorally relevant 
target events is known to influence neuronal synchronization patterns and firing rates in parie-
tal and frontal cortex (Ghose and Maunsell, 2002; Janssen and Shadlen, 2005; Riehle 2005; 
Schoffelen et al. 2005; Pesaran et al. 2008; Gregoriou et al. 2009; Schroeder and Lakatos 
2009). Attentional modulation of neuronal firing rates in extrastriate visual area MT is strong-
est around the time point at which the subjective anticipation for a target change, given that it 
had not occurred before in the trial (i.e. the hazard rate), is maximal (Ghose and Maunsell 
2002). In premotor and motor cortex, the hazard rate is smoothly reflected in the strength of 
synchronization (Riehle, 2005; Schoffelen et al. 2005). Importantly, enhanced readiness to 
respond to attended sensory changes is thereby functionally closely linked to long-range syn-
chronization of motor cortex with spinal motor units suggesting a direct mechanistic influence 
of synchronization on the speed to respond to behaviorally relevant sensory events (Schof-
felen et al. 2005).  

An influence of temporal expectancy on synchronization in early sensory cortices has 
recently been demonstrated in recordings in primary visual cortex of macaques (Lakatos et al. 
2008). In this study, monkeys were cued to detect deviant sensory stimuli in either an auditory 
or visual input stream to receive reward. Auditory and visual stimuli alternated, and both 
stimulus streams followed a noisy 1.55 Hz rhythm. This low frequency rhythm of sensory 
inputs entrained neuronal responses in early visual cortex, such that responses to individual 
stimuli in the visual stream added to the entrained response. Attention to the visual stream 
amplified the entrainment (Fig. 3A), but the most prominent attentional effect was evident in 
the phase of the 1.55 Hz entrainment in the superficial layers of visual cortex: This entrain-
ment was always determined by the stimulus stream that was attended, i.e. it switched by half 
a cycle when attention switched from the visual to the auditory stream (Fig. 3B), which had a 
phase opposite to the visual stream. Importantly, low frequency fluctuations in the LFP likely 
reflect fluctuations in neuronal excitability. With attention to the visual (auditory) input 
stream, the phase corresponding to maximal (minimal) neuronal excitability occurred around 
the average time when the target information was most likely to reach visual cortex. Con-
sistent with a functional role of the entrained delta phase, the authors reported the strongest 
attentional enhancement of gamma band synchronization in the LFP and spiking activity 
around this time (Fig. 3C,D), and showed that the detection of deviant visual stimuli was fast-
est (slowest) when the delta phase at stimulus onset corresponded to maximal (minimal) neu-
ronal excitability (Fig. 3E).  

The described results suggest that top-down information selectively modulates excita-
bility in early sensory cortices through changes in the phase of rhythmic entrainment in these 
areas (Lakatos et al. 2009). The exact frequency band underlying excitability modulations 
may extend from the low delta band, directly imposed by the stimulus structure in the de-
scribed study, to the theta band around 4–8 Hz. This suggestion may be derived from the 
time-frequency evolution of LFP power in the theta band and its attentional modulation, 
shown in Fig. 3A. Intriguingly, similar to the effect of delta phase on the gamma band re-
sponse demonstrated directly in the discussed study (Figure 3B), previous studies have linked 
the phase of rhythmic activity in the theta band to the strength of high frequency gamma band 
synchronization in rodent hippocampus and over large regions in the human cortex (Canolty 
et al. 2006; Csicsvari et al. 2003). An additional hint suggesting a functional relevance of low 
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frequency phase fluctuations can be found in a recent study demonstrating that spiking re-
sponses in rodent prefrontal cortex phase lock to theta band activity in the hippocampus dur-
ing task epochs requiring spatial decisions in a working memory context (Jones and Wilson 
2005). In macaque visual cortex, the phase of theta band synchronization has been directly 
linked to selective maintenance of task related information (Lee et al. 2005). Taken together, 
the emerging evidence demonstrates (i) that top-down, task-related information modulates 
low frequency rhythmic activity, (ii) that the phase of this rhythmic activity can be functional-
ly related to task performance, and (iii) that the phase of low frequency activity shapes the 
strength of gamma band synchronization in response to sensory inputs. As such, the pattern of 
selective synchronization in the gamma band described in the previous paragraphs could be 
tightly linked to underlying, selective low frequency activity modulations. Whether both are 
coupled in an obligatory way, or whether the co-modulation may be triggered by specific task 
demands, will be an interesting subject for future research (Schroeder et al. 2010).  
 
Feature-selective modulation of rhythmic synchronization.  

The preceding sections discussed evidence for selective neuronal synchronization pat-
terns evolving with space-based attentional selection of sensory inputs. However, in addition 
to spatial selection, attention frequently proceeds only on top-down information about the 
behaviorally relevant sensory feature and independent of the exact spatial location at which 
input impinges on sensory cortices. Such feature-based attention is known to modulate the 
responses of neurons tuned to the attended feature such as a particular motion direction, or the 
color of a visual stimulus (Maunsell and Treue 2006).  

Importantly, a recent study demonstrated that attention to a particular feature selec-
tively synchronizes the responses of neurons tuned to the attended stimulus feature (Bichot et 
al. 2005). In this study, spiking responses and LFPs were recorded in macaque visual area V4 
while monkeys searched in multi-stimulus displays for a target stimulus defined either by col-
or, shape, or both. When monkeys searched e.g. for a red stimulus by shifting their gaze 
across stimuli on the display, the non-foveal receptive fields of the recorded neurons could 
either encompass non-target stimuli (e.g. of blue color), or the (red) target stimulus prior to 
the time when the monkey detected the target. The authors found that neurons synchronized to 
the LFP stronger in response to their preferred stimulus feature when it was the attended 
search target feature rather than a distracter feature.  

Thus, attention enhanced synchronization of the responses of those neurons sharing a 
preference for the attended target feature - and irrespective of the spatial location of attention 
(Bichot et al. 2005). This feature-based modulation was also evident during a conjunction 
search task involving targets defined by two features: When monkeys searched for a target 
stimulus with a particular orientation and color (e.g. a red horizontal bar), neurons with pref-
erence to one of these features enhanced their neuronal synchronization (Bichot et al. 2005). 
This enhancement was observed not only in response to the color-shape defined conjunction 
target, but also in response to distracters sharing one feature with the target (e.g. red color). 
This latter finding corresponds well with the behavioral consequences of increased difficulty 
and search time needed for conjunction defined targets. 

This study shows that feature salience is indexed not only by changes in firing rates 
(Martinez-Trujillo and Treue, 2004; Treue and Martinez Trujillo, 1999; Wannig et al. 2007), 
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but also by selectively synchronizing neuronal responses depending on the similarity between 
neuronal feature preferences and the attended stimulus feature. The mechanisms behind this 
selective influence of featural top-down information could be based on a similar spatial 
weighting of interneuron network activity as implicated for spatial selection. Neuronal tuning 
to many basic sensory features is organized in regularly arranged local maps. Corresponding-
ly, the tuning of groups of neurons measured with the LFP is locally highly selective. Im-
portantly, neuronal stimulus preference is systematically related to the strength of neuronal 
synchronization in the gamma frequency band. This has been demonstrated for stimulus ori-
entation and spatial frequency (Frien et al. 2000; Gray et al. 1990; Kayser and König 2004; 
Kreiter and Singer 1996; Siegel and König 2003), the speed and direction of visual motion 
(Liu and Newsome, 2006), and the spatial motor intentions and movement directions (Scher-
berger and Andersen 2007; Scherberger et al. 2005). These findings show that rhythmic syn-
chronization conveys feature selective information. Feature-based attention appears to recruit 
this property with high spatial resolution by modulating which neurons synchronize to the 
local rhythmic activity.  

Taken together, the previous subsections surveyed the accumulating evidence demon-
strating selective neuronal synchronization patterns that evolve with selective spatial and fea-
ture-based attention within sensory cortices. Only few studies have extended these insights to 
investigate how selective attention modulates selective neuronal interaction patterns between 
different visual areas and between visual and higher-order cortical areas during task perfor-
mance. Recent evidence shows that such dynamic inter-areal interaction patterns are evident 
in long-range synchronization patterns between cortical areas. 

 
Selective inter-areal synchronization during attentional processing  

In the preceding sections, selective synchronization patterns evolved for local neuronal 
groups in sensory cortices supporting a functional role for gamma band synchronization for 
the selective restructuring of neuronal communication during attentional processing (Fig. 1). 
However, attentional processing relies on effective interactions between local subsets of neu-
ronal groups from distant cortical regions. So far, only few studies have investigated these 
inter-areal interaction patterns during task epochs with selective attention (Engel et al. 2001; 
Varela et al. 2001; Womelsdorf and Fries 2007). The emerging evidence from these studies 
points towards a critical role of rhythmic long-range synchronization in the gamma band 
(Gregoriou et al. 2009; see Fig. 4) and at lower frequencies, most prominently at beta fre-
quencies ranging from 15 Hz to 30 Hz. 

Early studies in awake cats demonstrated transiently enhanced beta frequency syn-
chronization among visual cortical and premotor regions, and between visual cortex and thal-
amus during non-selective states of expectancy of a behaviorally relevant stimulus (in e.g. 
‘Go/No-Go tasks’) (Roelfsema et al. 1997; von Stein et al. 2000; Wrobel et al. 2007). Recent 
studies in the macaque monkey have extended these findings by showing that fronto-parietal 
and intra-parietal interactions between areas are accompanied by synchronization at beta fre-
quencies (15-35 Hz) during task epochs requiring searching for and selecting behaviorally 
relevant visual stimuli (Buschman and Miller 2007; Saalmann et al. 2007; Pesaran et al. 
2008). Fig. 5 illustrates findings from a visual search task requiring monkeys to detect a 
search target that is either salient and pops out among distracting stimuli (“bottom-up 
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search”), or that is non-salient by sharing features with distracting stimuli (Buschman and 
Miller, 2007). In contrast to bottom-up salient targets, the non-salient target stimuli were de-
tected more slowly, indicating that they require attentive search through the stimuli in the dis-
play before they are successfully detected (“top-down search”). Paralleling the difference in 
behavioral demands, the authors found a selective synchronization pattern among the LFPs in 
frontal and parietal cortex. While attentive “top-down search” enhanced specifically rhythmic 
synchronization at 20-35 Hz compared to the “bottom-up” search, the stimulus driven ”bot-
tom-up” search resulted in stronger inter-areal synchronization in the gamma-frequency band 
(Fig. 5b). The pattern of results is most likely due to relative differences in task demands in 
both search modes and was unaffected by differences in reaction times. Therefore these find-
ings suggest that inter-areal communication during attentional top-down control is conveyed 
particularly through rhythmic synchronization in a high beta band, either in addition to, or 
separate from the frequency of rhythmic interactions underlying bottom-up feedforward sig-
naling (Engel and Fries 2010).  

Consistent with a functional role for top-down mediated long-range neuronal commu-
nication, various experimental paradigms demanding attentive processing have shown long 
range synchronization in a broad beta band, although mostly at frequencies below 25 Hz. The 
following provide a few examples of beta band modulation in recent studies using very differ-
ent task paradigms: Choosing freely a sequence of target stimuli for arm movements induces 
15 Hz coherence among neurons in premotor cortex and the parietal reach region when com-
pared to instructed searches (Pesaran et al. 2008). Notably, during periods of enhanced inter-
areal coherence, spiking activity in premotor cortex was more predictive of the direction of 
forthcoming arm movements compared to periods of lower coherence (Pesaran et al. 2008). 
Variations in reaction times and readiness to respond to a sensory change event induced cor-
responding fine-grained variations of motor-spinal coherence in the beta band (Schoffelen et 
al. 2005). Somatosensory and motor cortex synchronize in the beta band during sensorimotor 
integration (Brovelli et al. 2004). Selective working memory maintenance in a delayed match-
to-sample task results in stronger coherence in the beta band between higher visual areas in 
humans (Tallon-Baudry et al. 2001) and locally predicts performance in a similar task in the 
monkey (Tallon-Baudry et al. 2004). The failure to detect a target stimulus in a rapid stream 
of stimuli in the attentional blink paradigm is associated with reduced fronto-parietal and 
fronto-temporal beta band synchronization (Gross et al. 2004). And as a last example for a 
potential functional role of beta band activity, the perception of coherent objects from frag-
mented visual scenes goes along with transiently enhanced beta band synchronization of the 
LFP among prefrontal, hippocampal and lateral occipital sites (Sehatpour et al. 2008).  

Taken together, these diverse findings agree to suggest that inter-areal synchronization 
critically subserves neuronal interactions during attentive processing. In the surveyed studies, 
synchronization in a broadly defined beta band occurred selectively during task epochs requir-
ing effective neuronal integration of information across distributed cortical areas. However, 
further studies need to elucidate the properties of particular frequency bands and their charac-
teristic recruitment during specific tasks (Kopell et al. 2000). 

 
Concluding Remarks 
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Selective attention describes a central top-down process that restructures neuronal ac-
tivity patterns to establish a selective representation of behavioral relevance. The surveyed 
evidence suggests that attention achieves this functional role by selectively synchronizing 
those neuronal groups conveying task relevant information. Attentionally modulated synchro-
nization patterns evolve rapidly, are evident even before sensory inputs arrive, follow closely 
subjective readiness to process information in time, can be sustained for prolonged time peri-
ods, and carry specific information about top-down selected sensory features and motor as-
pects.  

In addition to these functional characteristics, insights into the physiological origins of 
synchronization have begun to shed light on the mechanistic underpinning of selective neu-
ronal interaction patterns at all spatial scales of cortical processing: At the level of single neu-
rons and local microcircuits, studies are deciphering the role of inhibitory interneuron net-
works, how precise timing information is conveyed and sustained even at high oscillation 
frequencies, and how rhythmic synchronization among interneurons is actively made robust 
against external influences (Bartos et al. 2007; Vida et al. 2006). These insights are integrated 
at the network level in models demonstrating how selective synchronization patterns evolve in 
a self-organized way (Börgers and Kopell, 2008; Tiesinga et al. 2008). Acknowledging those 
basic physiological processes underlying the dynamic generation of selective synchronization 
seems to be pivotal to elucidate further the mechanistic working principles of selective atten-
tion in the brain. 
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